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Fluorophore saturation is the key factor limiting the speed
and excitation range of fluorescence lifetime imaging
microscopy (FLIM). For example, fluorophore saturation
causes incorrect lifetime measurements when using conven-
tional frequency-domain FLIM at high excitation powers.
In this Letter, we present an analytical theoretical descrip-
tion of this error and present a method for compensating
for this error in order to extract correct lifetime measure-
ments in the limit of fluorophore saturation. We perform
a series of simulations and experiments to validate our
methods. The simulations and experiments show a 13.2 ×
and a 2.6 × increase in excitation range, respectively. The
presented method is based on algorithms that can be easily
applied to existing FLIM setups. © 2016 Optical Society of
America

OCIS codes: (170.3650) Lifetime-based sensing; (180.4315)

Nonlinear microscopy; (190.4180) Multiphoton processes;

(170.2520) Fluorescence microscopy.
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Fluorescence lifetime imaging microscopy (FLIM) is a powerful
tool for biomedical studies because it enables the measurement
of important information such as the ion concentration, the
dissolved oxygen concentration, the pH, and the refractive in-
dex, about the microenvironment surrounding living cells [1].
FLIM can be performed either in the time domain by time-
correlated single photon counting [2–4] or in the frequency
domain using lock-in detection [5–7]. In this Letter, we will
only discuss the frequency-domain FLIM, which is attractive
for its rapid acquisition, easy implementation, and reduced
bandwidth requirements [5]. However, the speed and accuracy
of FLIM is limited by fluorophore saturation, which causes
nonlinearities such that the conventional FLIM methods using
lock-in detection will no longer work [8]. To avoid the onset of
saturation in FLIM, researchers limit the excitation intensity to
a narrow range, which requires a longer integration time for a
satisfactory signal-to-noise ratio, thus limiting the imaging
speed [9]. Moreover, avoiding saturation in FLIM excludes
the benefits introduced by fluorophore saturation, for it has

proven to be a valuable tool to implement super-resolution
microscopy with spatial resolution beyond the diffraction limit
[10–12].

In this Letter, we present an original frequency-domain
FLIMmethod that exploits the nonlinear nature of fluorophore
saturation to increase the excitation range. The two-level fluo-
rophore model and mathematical descriptions of our method
are presented. We perform a series of simulations and experi-
ments to validate our model and method. A comparison in
lifetime measurements is demonstrated between our FLIM
method and the conventional one. The calibration and
measurement errors of both methods are also discussed.

The fluorophore is modeled as a two-level system with ab-
sorption, stimulated emission, and radiative and nonradiative
decays. The process is depicted in a Jablonski diagram in
Fig. 1(a) with a ground singlet state, S0, and excited singlet
state, S1 [1]. We denote the probability of occupying the
ground and excited singlet states as S0�t� and S1�t�, respec-
tively, which are functions of time. To make this model appli-
cable to both one-photon and multiphoton excitation, the
absorption and stimulated emission rates are written as
gpσNϕ

N �t�, where ϕ�t� is the incident photon flux, N denotes
the number of excitation photons needed for a fluorophore to
emit one photon (N � 1 for one-photon excitation, N � 2
for two-photon excitation, etc.), σN is the cross section for
N -photon excitation, and g is the pulse gain factor which takes
the temporal pulse profile of the excitation into account
[13,14]. The radiative decay rate, 1∕τr , and the nonradiative
decay rate, 1∕τnr , contribute to the fluorescence or phospho-
rescence with lifetime τ concurrently. This model is an an em-
pirical abstraction of the dynamics of the singlet and triplet
states and the intersystem crossing [15–17], and considers τr
and τnr as effective parameters. A rate equation describing
Fig. 1(a) can be written as

dS1�t�
d t

� gpσNϕ
N �t�S0�t� − gpσNϕN �t�S1�t� −

S1�t�
τ

: (1)

The probabilities of occupying S0 and S1 must sum to unity,
S0�t� � S1�t� � 1. The excitation irradiance, I�t�, is related to
ϕ�t� by I�t� � ϕ�t�∕γ, where γ � λ∕�hc� depicts the recipro-
cal photon energy, h is Planck’s constant, c is the velocity of
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light, and λ is the excitation wavelength. The fluorescence in-
tensity, F�t�, is proportional to the probability of occupying the
excited singlet state, S1�t�. We denote F �t� � K S1�t�, where
K � ψF tob∕τr , ψF is the fluorescence detection efficiency, and
tob is the observation time. For a certain experimental condi-
tion, K is constant and needs to be calibrated for a precise life-
time measurement under saturation. From Eq. (1), we have

dF�t�
d t

� K gpσN γ
N IN �t� − 2gpσN γN IN �t�F �t� −

F �t�
τ

: (2)

Although factors such as higher excited singlet and triplet states
and photobleaching are not included in this model, it can pre-
cisely describe the fluorophore saturation behavior, which can
be seen by the simulated excitation-fluorescence relation in
Fig. 1(b). Figure 1(b) is obtained by numerically solving
the differential equation (2) under two-photon excitation,
where conventional FLIM is usually limited to the unsaturated
range denoted in the figure, as the excitation outside of
this range leads to nonlinear behaviors and incorrect lifetime
measurements.

To measure the lifetime evenly in the case of fluorophore
saturation, an original frequency domain FLIM method is
presented. In this method, the excitation irradiance I�t�
is intensity-modulated at an angular frequency of ω. Thus,
the N -photon fluorescence F �t� is periodic with period
T � 2π∕ω. Based on the periodicity of I�t�, IN �t�, and F �t�,
we can describe them with the Fourier series IN �t��P�∞

m�−∞pm exp�imωt�; F �t��P�∞
n�−∞qn exp�inωt�; where

pm and qn are the Fourier coefficients. From Eq. (2), for the
Fourier coefficients with index k, we know that

qk

�
ikω� 1

τ

�
� K gpσN γ

N pk − 2gpσN γ
N

X�∞

l�−∞
pl qk−l : (3)

Based on the property of the Fourier series, the convolution term
Σ�∞
l�−∞pl qk−l in Eq. (3) is the Fourier coefficient of the product of

the temporal signals IN �t� and F �t�. We define

rk �
X�∞

l�−∞
pl qk−l �

1

T

Z
T

0

IN �t�F �t� exp�−ikωt�dt: (4)

Therefore, Eq. (3) can be written as

qk

�
ikω� 1

τ

�
� gpσN γ

N �K pk − 2rk�: (5)

Define

sk � K pk − 2rk (6)

and then we have

jqkj exp�i∡qk�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�kω�2 � 1

τ2

r
exp�itan−1�kωτ��

� gpσN γ
N jskj exp�i∡sk�: (7)

Based on the phase equality of Eq. (7), we get

∡qk � tan−1�kωτ� � ∡sk (8)

and the fluorescence lifetime can be obtained as

τ � 1

kω
tan�∡sk − ∡qk�: (9)

Note that this method can be easily reduced to the conventional
frequency domain FLIM phase method by eliminating the rk
term in Eq. (6); thus, we get sk � K pk, and the lifetime is cal-
culated from the phase difference between the excitation and
fluorescence, i.e.,

τ � 1

kω
tan�∡pk − ∡qk�: (10)

We perform a series of simulations and experiments to
validate the presented saturation-compensated FLIM method
[Eq. (9)] and compare it with the conventional one
[Eq. (10)]. We only show the two-photon excitation case
(N � 2) and extract the lifetime from the first harmonics of
the involved signals (k � 1). An extension to other cases
(N ≠ 2, k ≠ 1) is straightforward. The simulation is based
on numerically solving the rate equation [Eq. (2)] of the
two-level model in Matlab and applying Eqs. (3)–(10) to cal-
culate lifetimes. The simulation parameters are set as follows:
τ � 1.6 ns, τr � τ∕0.3, ψF � 0.02, tob � 200 ns, gp �
38690, σ2 � 2×10−48 cm4s, λ � 800 nm, f mod � 62.5 kHz,
and ω � 2πf mod. Poisson noise was added to the simulated
signals before lifetime calculations. The experiment is
performed on a custom-built multiphoton FLIM similar to the
one we used in [18]. A mode-locked Ti:sapphire laser (Spectra
Physics Mai Tai BB, 800 nm, 100 fs, 80 MHz) was used as the
laser source and its intensity was modulated by an electro-optic
modulator (Thorlabs EO-AM-NR-C1), whose waveform was
controlled by a function generator. The excitation irradiance
was varied by a continuously variable neutral density filter con-
trolled by a stepper motor. The excitation illumination was fil-
tered through a longpass filter to block ambient light from
entering the microscope. The excitation beam was expanded

Fig. 1. (a) Jablonski diagram showing the two-level fluorophore
model. (b) Numerical solution of Eq. (2) under two-photon excitation
showing the saturation behavior.
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by a telescope to overfill the back aperture of an objective lens
(Nikon CFI APO NIR, 40 × , 0.8 NA), which created a dif-
fraction-limited spot inside the cuvette. We used a deionized
water-dissolved �Ru�dpp�3�2� nanomicelle probe as our sample
in the cuvette [19]. The fluorescence F�t� was epi-collected
by the objective lens, reflected by a dichroic mirror, filtered
through a set of bandpass and shortpass filters to eliminate
residual excitation, and detected by a photomultiplier tube
(PMT) [Hamamatsu H7422PA-40]. The excitation I�t� was
monitored by a photodetector (Thorlabs PM100D). Both
excitation and emission signals were digitized by a data acquis-
ition card (National Instruments PCI-6110). Lifetime calcula-
tions using Eqs. (9) and (10) were performed in real time in
LabView (National Instruments).

Before measuring lifetime, two calibration steps are needed.
First, the system phase offset is calibrated by measuring the
phase difference between IN �t� and F �t� in a near-zero lifetime
sample (Rhodamine B, 1000 × shorter in lifetime than
�Ru�dpp�3�2�) or, alternatively, a reflective surface, and is con-
verted to a relative temporal shift which will be applied to actual
temporal data in experiments. Second, the coefficient K should
be determined. It is calibrated by performing two measure-
ments with unmodulated excitation (ω � 0). Based on
Eq. (5), when ω � 0, under the two-photon excitation
(N � 2) and DC lock-in (k � 0), we have

q0 � τgpσ2γ
2�K p0 − 2r0�: (11)

The two measurements provide two sets of detectable
quantities pa0, q

a
0, r

a
0 and pb0, q

b
0, r

b
0. With Eq. (11), K can

be determined by

K � 2
rb0q

a
0 − r

a
0q

b
0

pb0q
a
0 − p

a
0q

b
0

: (12)

The numerically simulated result is presented in Fig. 2. As
the averaged excitation irradiance increases, the calculated
lifetimes from the saturation-compensated [Eq. (9)] and con-
ventional [Eq. (10)] methods show distinct features; the life-
times calculated conventionally start to deviate from their
true value 1.6 μs by 10% when the excitation irradiance is
larger than 1.37 × 105 W∕cm2, while the lifetimes obtained

from the saturation-compensated FLIM method stay on the
correct value within 10% error until the excitation exceeds
1.81 × 106 W∕cm2. This distinction shows a 13.2 × increase
in the excitation range using the saturation-compensated
FLIM method. A notable feature of the proposed saturation-
compensated method is that the error increases significantly
at the intensity beyond the 10% error excitation range. An ex-
planation is that the phase in the tangent function in Eq. (9)
approaches π∕2 as the intensity increases; therefore, the noise is
amplified by the divergence of the tangent function.

In the experiment, the �Ru�dpp�3�2� nanomicelle sample
was held at a lifetime of τ � 1.6 μs by air saturating the
solution and sealing the cuvette. The modulation frequency
was 0.1∕τ � 62.5 kHz since a 0.1∕τ modulation produced
the best lifetime measurement signal-to-noise ratio [18,20].
We set the integration time to 500 ms to reduce the error in-
troduced by the noise. Figure 3 shows the measured lifetimes
using the saturation-compensated [Eq. (9)] and conventional
[Eq. (10)] FLIM methods. Note that the unit of experimentally
measured power in Fig. 3 is mW, which is different from the
units W∕cm2 in Figs. 1 and 2 which are based on single fluo-
rophore simulations. The result shows that an excitation inten-
sity larger than 8.06 mW can cause a measurement error larger
than 10% if the conventional method is used. However, under
saturation conditions, the saturation-compensated FLIM
method presented in this Letter provides correct lifetime mea-
surements within 10% error up to an excitation intensity of
21.0 mW, demonstrating a 2.6 × increase in the excitation
range compared to the conventional method.

Although the simulation and experiment both show the
improvement in the excitation range using the saturation-
compensated FLIM method, there is a disparity between the
13.2 × and 2.6 × improvements provided by the simulation
and experiment, respectively. The disparity can also be seen
from the slopes of the conventional FLIM lifetimes under
saturation conditions. A possible explanation is that the simu-
lation is based on a single fluorophore, while the experimentally
detected fluorescence comes from a mixture of saturated and
unsaturated fluorophores within the focal volume [21]. Alter-
natively, the two-level model does not reflect photobleaching,

Fig. 2. Lifetime results simulated from saturation-compensated
[Eq. (9)] and conventional [Eq. (10)] FLIM methods, based on the
numerical simulation of the two-level model under two-photon excita-
tion. Inset: lifetime errors relative to the correct lifetime value (1.6 μs).

Fig. 3. Lifetime results measured with saturation-compensated
[Eq. (9)] and conventional [Eq. (10)] FLIM methods, based on the
two-photon excitation experiment. Inset: lifetime errors relative to the
correct lifetime value (1.6 μs).
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which can be easily observed in actual experiments [22]. On the
other hand, the precise calibration of the coefficient K in the
experiment can be difficult due to the noise. Figure 4 shows
how different values of K cause distinct lifetime features. If
a calibration is not performed correctly, the incorrect K
coefficient can result in inferior performance. When the
calibration described in Eq. (12) cannot provide a satisfactory
result, an offline K calibration, i.e., adjusting K until obtaining
a good lifetime performance, should be considered.

The measurement errors of the saturation-compensated and
conventional FLIM methods are analyzed by experimentally
measuring the lifetimes at 19 different excitation powers. At
each excitation level, the lifetime measurements were repeated
for 1000 times, with the integration time of 10 ms. The
obtained lifetime means and standard deviations are presented
as error bars in Fig. 5. Note that the excitation range in Fig. 5 is
narrower than the one in Fig. 3 because the shorter integration
time introduces more error in the calibration of K . The relative

root-mean-square errors (RMSEs) as a function of the excita-
tion power for each method are shown in the inset. The sat-
uration-compensated FLIM method demonstrates another
advantage over the conventional one by maintaining a relatively
small RMSE over the extended excitation range.

In conclusion, we have demonstrated an original frequency-
domain FLIM method that exploited the nonlinear nature of
fluorophore saturation to increase the excitation range. Instead
of avoiding the saturation limit, our method shows good per-
formance beyond the saturation limit and offers the possibility
of exploiting the benefits such as super-resolution imaging pro-
vided by fluorophore saturation. The model and method have
been validated by simulations and experiments. Since the only
difference between our saturation-compensated method and
the conventional method lies in the way the signals are proc-
essed while no hardware modification is needed, it is easy and
straightforward for researchers interested in FLIM to incorpo-
rate this method in their experiments.

Funding. National Science Foundation (NSF) (CBET-
1554516).
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